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Abstract. Propagation models are very important for the development and deployment of wireless communication networks. They are able to predict the path loss for different propagation conditions, but cannot include all propagation phenomena in detail. This fact leads to variations between predicted and measured field strengths. These variations can be reduced by calibrating some parameters of the propagation models with the help of exact measurement data. However, two problems occur when applying measurement data. On the one hand, the maps used for the prediction have only a limited resolution. On the other hand, the GPS data are erroneous due to the limited GPS accuracy and due to sampling errors. These errors can lead to variations up to 200 m between the measured positions and the possible positions on the road network. Therefore, a map-matching algorithm has to be applied which projects the wrong GPS positions automatically onto the street vectors used for the predictions. Thus, a good basis of data for calibration can be created.

1 Introduction

Propagation models are a key element for the planning and deployment of wireless networks. With the help of these models coverage and capacity planning can be made and new site locations and system technologies can be tested easily and cost-efficiently. However, propagation models cannot include all propagation phenomena. The influence of single buildings, for example, cannot be considered if building data is not available for the prediction area. Furthermore, the propagation models provide only a simplified representation of the propagation phenomena, i.e. Maxwell’s equations are not solved exactly. And finally, propagation models can only be as good as the input data as coordinates, antenna parameters etc. These three reasons are responsible for the inaccuracy of propagation models which leads to variations between predicted and measured field strengths. These variations can be reduced by calibrating some parameters of the propagation models with the help of exact measurement data. However, two problems occur, when applying measurement data. On the one hand, the maps used for the prediction have only a limited resolution. The used maps have often become obsolete. On the other hand, the GPS data are erroneous due to the limited GPS accuracy and due to sampling errors. These errors can lead to variations up to 200 m between the recorded GPS position and the correct position on the road network (Pfoser and Jensen, 1999). The inaccuracy of the maps cannot be resolved, but the errors of the GPS can be reduced by applying a map-matching algorithm. Map-matching projects the wrong GPS positions automatically onto the street vectors used for the prediction. Thus, the wrong GPS positions can be corrected in a way so that an accurate analysis of propagation models is possible and a good basis of measurement data can be created for calibration which has an impact on the accuracy of propagation models.

The performance of the GPS data is described in Sect. 2. In Sect. 3, the map-matching algorithm is introduced, and finally, in Sect. 4, the influence of map-matching on the accuracy of propagation models is analysed with the help of CW measurements for 900 MHz.

2 GPS error

The Global Positioning System GPS measures the distance between a GPS receiver and several satellites in order to determine the position of the receiver. The more satellites are visible, the more precise the computed position becomes. However, the GPS causes two problems: a measurement error which is described in Sect. 2.1 and a sampling error which
is introduced in Sect. 2.2 as they are reported by Brakatsoulas et al. (2005) and Pfoser and Jensen (1999). The GPS errors are mostly determined by the time-varying constellation of the satellites and the built-up in the close vicinity of the GPS receiver (Modsching et al., 2006).

2.1 Measurement error

The measurement error due to the limited accuracy of the GPS causes the measured GPS positions not lying on the corresponding road network represented by street vectors, as shown in Fig. 1. The accuracy of the GPS can be described by two error distributions. The error in each of the three dimensions and the error in time are assumed to be Gaussian and the error in the x-, y-plane is circular.

2.2 Sampling error

GPS records positions with a certain sampling rate. The driven route between these two consecutive positions can only be interpolated. An example for possible trajectories between three consecutive GPS positions is shown in Fig. 2. The interpolation is mostly done linearly which leads to inaccuracies. These inaccuracies increase with a decreasing sampling rate. Due to the sampling error, the interpolated route between two consecutive GPS positions cannot be matched easily to edges of the road network. However, the possible trajectory between two consecutively recorded positions is overall bounded by an error ellipse. This error ellipse depends on the sampling rate with which the positions are recorded and the velocity with which the GPS receiver is moved.

3 Map-matching

Map-matching is an algorithm which matches the measured erroneous GPS positions on the road network. For this, the road network has to be represented by street vectors. With the help of map-matching the GPS errors can be reduced. An example for measured erroneous GPS positions is shown in Fig. 3.

The developed algorithm consists of two parts. Firstly, a block-matching is applied which is described in Sect. 3.1, followed by an algorithm which projects the positions on the road network. This part of the map-matching algorithm is explained in Sect. 3.2.

3.1 Block-matching

Block-matching is an algorithm which is used for motion estimation in video coding applications (Strutz, 2000). In case of map-matching the driven route is divided in partial routes with a certain number of measurement bins. These partial routes are moved with different increments along the x- and y-axis and diagonally to both axis. As a quality factor the sum of the distances of each position to the nearest street vector is used. The distance from a point \(Q\) to a street vector \(AB\) is defined as in Eq. (1),

\[
d = \begin{cases} 
d_e(Q, Q') & \text{if } Q' \in [AB] \\
\min(d_e(Q, A), d_e(Q, B)) & \text{elsewhere}
\end{cases}
\]

where \(Q'\) is the orthogonal projection of \(Q\) on \(AB\) and \(d_e\) denotes the Euclidean distance (Marchal et al., 2004). An example for block-matching is shown in Fig. 4.
The applied algorithm uses block-matching twice. Firstly, a “rough” block-matching with relatively large increments and partial routes with many measurement bins is done in order to be able to overcome large variations. In the vicinity of the result of the first block-matching, another block-matching with smaller increments and smaller partial routes is used for fine tuning. In order to adapt the algorithm to different situations, the number of measured points in the partial routes can be varied.

In some cases the measured GPS route is not only displaced, but also distorted. Thus, block-matching alone cannot match the whole route on the road network as can be seen in Fig. 4. The next step, the projection of the GPS positions on the street vectors, is also required. However, with the help of block-matching the probability is increased to match the positions on the correct street vectors.

### 3.2 Projection on the street vectors

The projection on the street vectors is similar to the algorithm introduced by Brakatsoulas et al. (2005). A position-by-position and edge-by-edge strategy is used. Starting from a correctly projected GPS position the candidates of street vectors for the next projection are determined. This set of street vectors includes the “neighbour” street vectors of the last matched street vector as well as the last matched street vector itself. As a quality factor the distance to the possible street vector as well as the orientation of the measurement route compared to the orientation of the street vectors are considered. The distance is calculated as in Eq. (1). The orientation is determined as the median of the orientations between the current point and the following two points. Bigger differences between the orientation of the measurement route and the orientation of the street vectors are weighted more than smaller differences. An example for the result after projecting the positions on the road network is shown in Fig. 5.

For this part of the map-matching algorithm a correct starting point is very important. If the first point of the measurement route is projected onto the wrong street vector, the following points are also projected wrongly. Thus, the initialisation plays a decisive role. For initialisation, all street vectors in an area of 120 m around the first point are considered. The street vector with the smallest distance and an orientation comparable to the orientation of the measurement route at the first point is chosen as the street vector on which the first point is projected. If the distance between two consecutive projection points becomes much larger than the distance between the corresponding points of the measurement route or if the distance between the GPS position and the matched position exceeds a certain threshold then a new initialisation is made.

### 3.3 Postprocessing

In some areas, especially in dense urban areas, the recorded GPS signal is so erroneous that even a manual matching is hardly possible. These parts of the measurement route which are so much distorted cannot be matched correctly by the map-matching algorithm. In order to be able to make precise analyses of the propagation model and to create a good basis of measurement data for calibration these parts of the measurement route have to be removed manually by a visual inspection.

### 4 Analysis of the accuracy of propagation models

For the analysis of the impact of map-matching on the accuracy of propagation models, CW measurements at 900 MHz in Düsseldorf, Frankfurt, Berlin, Leipzig, and Munich are...
used. For a detailed analysis one site in Düsseldorf with 20,815 measurement bins is picked. The map-matching algorithm described in Sect. 3 is applied which leads to the result shown in Fig. 6 for the chosen site in Düsseldorf. The “error” distribution between the original and the matched positions for this measurement route is shown in Fig. 7. It can be seen that the original and the matched positions mostly differ about 10 m, but that divergences up to 75 m also occur.

For the analysis, measured values smaller than −110 dBm are discarded because the receiver sensitivity is −110 dBm. The analysed propagation model is introduced in Sect. 4.1. The results of the analysis with the original and the matched measurement data are described in Sects. 4.2 and 4.3.

4.1 Propagation model

For the prediction the propagation model described by Kürner and Meier (2002) is used. It consists of three submodels. Basis of this propagation model is the vertical plane model (VPM). It is used to determine the path loss in a street canyon in case of line-of-sight and the path loss over rooftops in case of non-line-of-sight, respectively. This model uses raster data with a resolution of 5 m. In an area about 500 m around the base station single scattering processes are considered additionally by the multipath model (MPM). In order to determine possible scattering areas, vector data with a very high resolution is used. If there is vegetation between the base station and the mobile station, a vegetation attenuation (VegMod) is calculated in addition to the VPM and MPM.

4.2 Analysis results for a site in Düsseldorf

The results of the propagation model are analysed with the original and the matched measurement route. The predicted signal levels for both routes compared to the measured signal levels are plotted in Fig. 8 for 160 bins of the measurement route in Düsseldorf. It can be seen that the predicted values to which map-matching has been applied (red curve) fit the measured values (blue curve) quite good although no calibration has been applied. In contrast, the predicted values which have not been matched (green curve) show larger differences. Furthermore, the predicted bins marked with a default value of −150 dBm have to be discarded because these pixels represent indoor positions although the measured values have been recorded outdoor. This leads to a data loss of about 50% for this part of the measurement route. The corresponding mean error⁠¹ and standard deviation can be seen in Table 1. For the prediction with the matched measured positions, both, the mean error and the standard deviation, are smaller than for the prediction with the originally measured positions. Especially the lower standard deviation for the prediction with the matched positions shows that the propagation phenomena are better modeled than for the positions which have not been matched.

The fact that the matched positions describe the measured values better than the not-matched positions can be seen in Table 2. For this analysis, all measured values which correspond to indoor positions are discarded from the whole original and matched measurement routes so that both routes have

⁠¹The error is calculated as $P_{\text{pred}} - P_{\text{meas}}$, where $P_{\text{pred}}$ is the predicted signal level in dBm and $P_{\text{meas}}$ the measured one. Therefore, a negative mean error means that the prediction model is too pessimistic.
the same bins. For this extract of data the standard deviation for the matched measurement route is also lower than the standard deviation of the original one.

4.3 Analysis results for nine sites in five large German cities

In order to get more information about the impact of map-matching on the accuracy of propagation models, CW measurements at 900 MHz for nine sites in Düsseldorf (sites 1 and 2), Frankfurt (site 3), Berlin (sites 4, 5, and 6), Leipzig (sites 7 and 8), and Munich (site 9) are analysed. The predictions with the original and matched measurement routes are compared to the measured values. Furthermore, this measurement data is used for calibrating the propagation model described in Sect. 4.1. The standard deviations for these sites are plotted in Fig. 9 for the original and the matched measurement route in comparison to the uncalibrated model as well as for the matched measurement route in comparison to the calibrated model. It can be seen that the applied map-matching algorithm can reduce the standard deviations for almost all sites. Only sites 7 and 8 have higher standard deviations after map-matching. However, for sites 3, 4, and 5 the standard deviations can be reduced significantly. After calibration the standard deviations can be reduced even more. For most of the sites, the standard deviations are around 7 dB, for sites 2 and 9 they are even smaller than 6 dB. This shows that a good basis of measurement data for calibration has been found by applying a map-matching algorithm to the erroneous GPS positions of the measurement data.

5 Conclusions

In this paper it is shown that measurement data recorded with GPS are erroneous due to the limited accuracy of GPS and due to sampling errors. These errors can lead to variations up to 200 m between the recorded GPS positions and the road network. Thus, precise analysis and a good calibration of propagation models is hardly possible with this erroneous measurement data. However, the erroneous GPS positions can be corrected by applying a map-matching algorithm as introduced in Sect. 3. This algorithm projects the GPS positions on the road network. Analysing the predicted field strengths for the corrected measured positions leads to lower standard deviations in comparison to the predicted field strengths for the erroneous measured positions as shown in Sect. 4. Especially the analysis in Sect. 4.3 shows the reduction of the standard deviations after map-matching. Using this matched measurement data for calibration reduces the standard deviation even more. Thus, a precise analysis is possible and a good basis of measurement data can be created if map-matching is applied to the erroneous measurement data recorded with GPS.
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