Investigations on antenna array calibration algorithms for direction-of-arrival estimation
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Abstract. Direction-of-arrival (DOA) estimation algorithms deliver very precise results based on good and extensive antenna array calibration. The better the array manifold including all disturbances is known, the better the DOA estimation result. A simplification or ideally an omission of the calibration procedure has been a long pursued goal in the history of array signal processing. This paper investigates the practicability of some well known calibration algorithms and gives a deeper insight into existing obstacles. Further analysis on the validity of the common used data model is presented. A new effect in modeling errors is revealed and simulation results substantiate this theory.

1 Introduction

The history of direction-finding is as old as the discovery of electromagnetic waves. Already Heinrich Hertz discovered in 1888 the directivity of loop antennas. Especially for military interests during the world wars, several inventions for locating hostile radio stations have been made (Grabau, 1989).

Today more and more industrial applications tend to use radio location technologies, particularly in context with RFID. Marking objects with RFID transponders and being able to localize them is a trend-setting ability. Various research projects covering localization of RFID transponders by direction-of-arrival (DOA) estimation can be found in recent publications. For example, pedestrian safety (Morhart et al., 2009), logistics (Loibl and Biebl, 2012) and even fawn saving (Eberhardt et al., 2015b). Thereby the demand for high-resolution algorithms is high.

A very well known high-resolution algorithm was presented by Schmidt in 1986, the MUSIC algorithm (Schmidt, 1986). Shortly after its publication, Schmidt and Franks (1986) showed that every arbitrary antenna array can be calibrated for estimating signal parameters very precisely. This means that every array impulse response for any desired receiving direction has to be measured for getting precise DOA results.

To simplify this extensive array calibration procedure, with profitableness of industrial products in mind, several calibration algorithms have been presented. Being able to compute the array impulse response and estimating every error quantity for any possible DOA is still an open research problem (Tuncer and Friedlander, 2009).

There has been a preceding work presented by Gupta et al. (2003), in which the authors tried to apply known calibration algorithms to real antenna arrays. They concluded that the algorithms do not work very well due to the scattering by the support structure, which is in fact a possible reason. The question is, if it is the only justification for the failure of calibration algorithms. To answer this, all known error sources which have been discovered so far and which have been considered by calibration algorithms, shall be reviewed again to point out the problem of array calibration thoroughly.

In this paper we present several thoughts on the validity of the used data model and estimate the quantities of the error sources in Sect. 2. A further analysis is done on the limitations of known calibration algorithms and their practicability in Sect. 3. Two antenna arrays have been built and measurement results are shown in Sect. 4. It can be shown that many calibration algorithm do not work on real antenna arrays. A new severe effect in modeling errors is presented and fortifying simulation results are shown.

2 Preliminary

In this section all known error sources, which have been discovered so far, shall be reviewed again. The first subsection...
where

\[
\alpha_m(\theta) = f(\theta) \circ a(\theta)
\]

Eq. (1) by

\[
\bar{a}(\theta) = f(\theta) \circ a(\theta)
\]

(3)

\[
f(\theta) = [D_1(\theta), D_2(\theta) \ldots D_M(\theta)]^T
\]

(4)

where \(D_m(\theta)\) is the directivity of the \(m\)th element and \(\circ\) is the Hadamard product.

### 2.1.2 Directional antenna patterns

The most widely used antenna arrays are linear arrays with dipole antenna elements. In addition to the three scenarios of Sect. 2.1.1, we must consider the weak influence of the support structure, including cables, due to tolerances in the production processes respective to impedance matching networks, baluns, possible amplifiers, PCB materials and cables, a constant gain and phase shift in all elements in an array can not be guaranteed. For that reason a sensor error matrix \(\Gamma \in \mathbb{C}^{M \times M}\) is defined by

\[
\Gamma = \text{diag}(\alpha_1 \exp(j\nu_1), \alpha_2 \exp(j\nu_2) \ldots \alpha_M \exp(j\nu_M))
\]

(5)

in which \(\alpha_m\) is the gain factor normalized to a reference amplitude and \(\nu_m\) the additional phase shift. This does not include possible antenna pattern deformations.
2.1.5 Mutual coupling

Stutzman and Thiele (2012) sum up mutual coupling as radiation coupling between nearby antennas, interactions between an antenna and nearby objects, and possible coupling inside a common feed network. Since there is no common feed network and for a first theoretical consideration we neglect the mechanical support structure, the mutual coupling is only represented by unwanted interchange of energy between each element in the array.

Even a perfectly matched dipole antenna in free space re-radiates or scatters as much power as it receives (Pozar, 2004). How much power is scattered or re-radiated depends on the antenna type, its relation to the ground plane and its impedance matching. In most applications antennas scatter more energy than they receive (Steykskal, 2010). The amount of coupled power depends on the radiation characteristic of each element, relative separation between each element and relative orientation of each element in an array (Balanis, 2005).

Figure 1 shows a representation of a receiving arbitrary planar array and elements with various antenna patterns. Now imagine impinging waves that induce currents. Power is absorbed by the antenna elements, some amount of power is re-radiated by each element and will be scattered to the neighboring elements. The scattered power will be received in each neighboring element additional to the impinging waves. This process theoretical repeats infinitely, but will decay very fast. This process will result in a sinusoidal excitation with an arbitrary amplitude \(|c_{ij}|\) and phase shift \(\arg(c_{ij})\) of superimposed waves should be constant. Examining Fig. 1, the forward and backward energy transfer from element \(i\) to element \(j\) should be equal.

Thus the discussed mutual coupling parameters can be defined as additional symmetric matrix \(C \in \mathbb{C}^{M \times M}\) with

\[
[C]_{ij} = \begin{cases} 
1 & i = j \\
|c_{ij}| & i \neq j
\end{cases}
\]

\[c_{ij} = c_{ji}\]

2.1.6 Support structure

Regarding the support structure, the dominant effects are coupling, refraction and diffraction. Complementary to the discussion in Sect. 2.1.5, the coupling between antenna elements and the mechanical support structure could probably included in the mutual coupling matrix \(C\). But refraction and diffraction, caused by mechanical support structure in the “field of view of the antenna elements” (FOVA), will not be solvable without a numerical analysis or extensive modifications in the data model.

Thus the best solution is to avoid mechanical support structure in the FOVA. In a linear patch antenna array this is satisfied a priori. In any array geometry like circular arrays or if dipole antennas with omnidirectional patterns are used with central feeding, this rule is violated.

The use of axially symmetric antennas like a bazooka dipole antenna could be a solution. Such antennas can be fed from the bottom and do not need support structure in the (FOVA). For example, Ott and Eibert (2010) presented a very broadband dipole antenna which is fed on the bottom side and which is axially symmetric.

2.1.7 Used data model

Based on the foregoing thoughts, the data model presented by Friedlander and Weiss (1991) is adequate, if the elements have a true omnidirectional pattern. Consider a receiving situation as depicted in Fig. 1, with \(P\) narrow-band signals impinging on an array with \(M\) elements. This leads to the data model

\[
X = C \cdot \Gamma \cdot A \cdot S + N
\]

respectively

\[
X = C \cdot \Gamma \cdot \tilde{A} \cdot S + N
\]

for directional antenna patterns. \(C \in \mathbb{C}^{M \times M}\) is the mutual coupling matrix, discussed in Sect. 2.1.5, and \(\Gamma \in \mathbb{C}^{M \times M}\) the sensor error matrix with its gain and phase errors, discussed in Sect. 2.1.4. All impinging signals are presented
where \( P \) calculated by the data models in Eqs. (8) and (9). The DOA spectrum is the standard MUSIC algorithm (Schmidt, 1986), adapted to which can be used for DOA estimation. In this paper we use in Sect. 3.

and will be used to compare different calibration algorithms in Sect. 3.

### DOA estimation

There are a lot of modifications of well known algorithms, which can be used for DOA estimation. In this paper we use the standard MUSIC algorithm (Schmidt, 1986), adapted to the data models in Eqs. (8) and (9). The DOA spectrum is calculated by

\[
P_{\text{MU}}(\theta) = \| E_{\text{N}}^\text{H} \cdot C \cdot a(\theta) \|^2_2^{-2}
\]

\[
P_{\text{MU}}(\theta) = \| E_{\text{N}}^\text{H} \cdot C \cdot \tilde{a}(\theta) \|^2_2^{-2}
\]

where \((\cdot)^\text{H}\) means the Hermitian transpose and \( E_{\text{N}} \in \mathbb{C}^{M \times (M-P)} \) is matrix whose columns are the \( M-P \) noise eigenvectors.

Nearly every estimation algorithm can be adapted to this data model. To demonstrate this, the older estimation algorithm CAPON (Capon, 1969) can be extended to

\[
P_{\text{CP}}(\theta) = \left( a^\text{H}(\theta) \cdot \Gamma^\text{H} \cdot C^\text{H} \cdot \mathbf{R}_{\text{XX}}^{-1} \cdot C \cdot a(\theta) \right)^{-1}
\]

But this is only for your interest of DOA estimation and shall not be treated more in detail. Just keep in mind that well known DOA estimation algorithms can be adapted to the used data model for array calibration.

### Appraisals of error quantities

As mentioned before, we want to estimate the error quantities like mutual coupling and gain and phase errors of antenna elements, for example of a linear array with patch antenna elements and a circular array with dipole elements.

Some calibration algorithms consider possible antenna element position errors, but we do not take these into account.

<table>
<thead>
<tr>
<th>( d_{ij} )</th>
<th>0.5 ( \lambda )</th>
<th>0.6 ( \lambda )</th>
<th>0.7 ( \lambda )</th>
<th>0.8 ( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>c_{\text{Patch}}</td>
<td>)</td>
<td>0.08</td>
<td>0.06</td>
</tr>
<tr>
<td>(</td>
<td>c_{\text{Dipole}}</td>
<td>)</td>
<td>0.26</td>
<td>0.22</td>
</tr>
</tbody>
</table>

A given position error of an element of 0.5 mm, which is for a production facility a great tolerance, with

\[
\Delta \Phi = 2\pi \frac{\delta d_{\text{max}}}{\lambda}
\]

would lead to a maximum phase error of 1.8° at 3 GHz. Therefore, the errors due to positioning error are very small compared to other error sources and will be omitted in the following treatment.

For the gain error of a sensor we assumed up to 5 %, which leads to a gain correction factor of \( a_m = [0.95, 1.05] \) in Eq. (5). Maximum phase errors of \( \nu_m = \pm 20^\circ \) are expected.

In Sect. 2.1.5 we modeled the interchange of energy between antenna elements as electromagnetic wave propagation, due to the far-field region for distances \( R > \lambda/2 \) in case of \( \lambda/2 \)-dipole antenna elements. The link budget of a transmitting and a receiving antenna with far-field conditions can be calculated by the Friis transmission equation. Therefore, we estimate the coupling coefficients by

\[
|c_{ij}| \approx \sqrt{\frac{P_{\text{TX}}}{P_{\text{RX}}}} = \sqrt{\frac{G_i(\theta_j) \cdot G_j(\theta_i) \cdot \lambda^2}{(4\pi \cdot d_{ij})^2}}
\]

\[
\arg(c_{ij}) \approx -\frac{2\pi \cdot d_{ij}}{\lambda}
\]

where \( G_i(\theta_j) \) is the antenna gain of element \( i \) in direction to antenna element \( j \), \( G_j(\theta_i) \) is the gain of element \( j \) in direction to antenna \( i \), and \( d_{ij} \) is the total distance between those two elements. These results are not precise values, but for an estimation with \( d_{ij} \geq \frac{\lambda}{2} \) it is sufficient.

Typical antenna gain for \( \frac{\lambda}{2} \)-dipole antenna is 2.15 dB. A built patch antenna, as shown in Sect. 4, has a simulated antenna gain of \(-3.24 \) dB at \( \theta = 90^\circ \) and \( \theta = -90^\circ \). Coupling quantities calculated by Eq. (18) for a linear patch antenna array and a circular dipole array are shown in Table 1. A simulation of these arrays with CST confirms the estimation results and covers with results presented by Gupta et al. (2003).

### Evaluation of some calibration algorithms

#### Overview

Various array calibration algorithms have been presented, the most cited and well known algorithms are mentioned here.
All of them consider mutual coupling as well as sensor gain and phase errors. Algorithms which consider possible position errors shown in Weiss and Friedlander (1988), Hung (2000) and Ng and See (1996) are not analyzed.

Pierre and Kaveh (1991) proposed a method which conducts a direct quadratic minimization for estimating \( \Xi \). Measurements were done on an acoustic ultrasonic array testbed (Pierre and Kaveh, 1995). Subsequent we will call this method direct-quadratic-minimization (DQM).

See (1994) used the DQM as starting point and extended the method by an complex scaling vector \( \Lambda \) for optimized results in \( \Xi \). This method will be denominated extended-direct-quadratic-minimization (EDQM).

A further optimization of the DQM and the EDQM methods was proposed by Jaffer (2001). He assumed that the coupling coefficients are \( |c_{jj}| = 0 \) for farther antenna elements. The algorithm is computationally more efficient than DQM and EDQM, but we do not evaluate this algorithm because we do not want to neglect the coupling influences caused by dipole elements in a circular array.

Friedlander and Weiss (1991) presented a well known and often cited auto-calibration method, which is able to perform the calibration without knowledge of the calibration sources’ positions. It has to be assured that at least two target sources are sending at the same time while the calibration is performed. From Hung (1994) we know that the method can be inaccurate and Pierre and Kaveh (1991) showed that the method will not work for linear arrays. Nevertheless, we evaluate this method due to its high popularity. In the following, the method will be called auto-calibration-method (ACM).

3.2 Evaluation

In Sect. 2.2 we estimated mutual coupling coefficients and possible gain and phase errors in the antenna elements. With those estimated quantities inserted in Eq. (13), we get \( \max(|\xi_{ij}|) = 0.274 \). That means that the mentioned calibration algorithms must be able to estimate error quantities up to \( \max(|\xi_{ij}|) = 0.274 \) for elements with \( d_{ij} = \frac{\lambda}{2} \).

The evaluation procedure was done as follows. The symmetric coupling matrix \( C \) can be modeled to be a Toeplitz matrix in case of a linear array and a cyclic matrix in case of a circular array (Friedlander and Weiss, 1991). Based on these thoughts, we generated \( C \) with \( |c_{21}| \) in the range between 0.01 and 0.4. \( \Gamma \) was calculated by Eq. (5) and with

\[
\alpha_n = 1.0 + 0.05 \cdot \sigma_\alpha \quad (20)
\]

\[
\nu_n = \frac{20^\circ \cdot \pi}{180^\circ} \cdot \sigma_\nu \quad (21)
\]

where \( \sigma_\alpha \) and \( \sigma_\nu \) are a Gaussian distribution with zero mean. With a step size for \( |c_{21}| \) of 0.01, we generated simulation data with Eq. (8). At each step 20 simulations were run and the DQM, EDQM and the ACM were used to solve \( \Xi \) respectively \( C \) and \( \Gamma \). A deviation between simulated \( \Xi \) and estimated \( \hat{\Xi} \) by the algorithms was calculated by

\[
\Delta \Xi = \| \hat{\Xi} - \Xi \|_F \quad (22)
\]

where \( \| \cdot \|_F \) is the Frobenius norm. As an additional benchmark, the MUSIC algorithm was used to estimate the DOA on 180 simulated target directions with the estimated \( \hat{\Xi} \) in Eq. (14) in each simulation. Finally, the root mean squared DOA error was calculated by

\[
\Delta \theta_{\text{RMS}} = \sqrt{(\hat{\theta} - \theta)^2} \quad (23)
\]

Figure 2 shows the mean and standard deviation of \( \Delta \Xi \) and Fig. 3 the same with \( \Delta \theta_{\text{RMS}} \) of 20 simulation runs on each step as function of \( |\xi_{21}| \). As we can see, the DQM
method provides the worst results and is very fragile compared to its enhancement the EDQM method. The EDQM method is very stable in the simulated error range and provides the best $\Delta \theta_{\text{RMS}}$ values over the full simulation range.

The DQM method’s $\Delta \Xi$ is linearly dependent from $|\xi_{21}|$ and does not provide reliable calibration values for $|\xi_{21}| > 0.2$. Friedlander’s ACM delivers solid DOA estimation values in the simulated range. Nevertheless the $\Delta \Xi$ quality has an optimum point around $|\xi_{21}| = 0.23$. This optimum depends on the chosen linear constraints and can be set up. Finally, the EDQM method provides stable and reliable results and delivers accurate DOA estimations. Our focus is clearly set on the EDQM method.

3.3 Simulations with directional antenna patterns

For the sake of completeness, the EDQM calibration algorithm were tested again with directional antenna patterns. Therefore, the antenna gain was simulated for printed PCB dipole antennas in a circular array and patch antennas in a linear array in CST. The simulated antenna patterns were impressed on the ideal manifolds with Eq. (3). Several simulations were performed with data generated according to Eq. (9).

Figure 4 gives information about estimated MUSIC spectra without calibration, the spectra with calibration process using Eq. (1), and the spectra with calibration process using Eq. (3) on a linear array with patch antennas. Without using a calibration algorithm, the peaks are blurred. A calibration process using the ideal manifold or the weighted manifold leads to higher and sharper peaks. The same result is provided in a second simulation with a circular array with PCB dipole antenna elements, shown in Fig. 5.

Another aspect we can see in Fig. 4 is that the peaks for the calibration with omnidirectional patterns and the calibration with directional patterns have the same height. This can be explained by the same orientation of each ideal patch antenna which leads to equal directivity as function of the DOA. But for the circular array simulation, we oriented the elliptical pattern of the PCB dipole elements starlike. Thus, the different orientated patterns lead to different amplitude scaling factors in dependency of the DOA. Therefore, the peaks of directional pattern calibration are sharper and higher in Fig. 5.

4 Measurements

Gupta et al. (2003) built a linear antenna array with printed dipole elements and a second linear array with some off-the-
shelf antennas. We discussed in Sect. 2.1.6 that it is best to avoid mechanical structures in the FOV. Thus, we built a linear antenna array with four quadratic patch antenna elements shown in Fig. 6, and a circular array with seven bazooka dipole elements depicted in Fig. 7.

The total antenna spacing in the linear array is 0.5λ and in the circular array 0.65λ. For the down conversion we used a coherent eight-channel receiver with integrated calibration capability. Our operating frequency is \( f_0 = 867 \text{ MHz} \) with a wavelength of \( \lambda_0 = 345.78 \text{ mm} \).

Both antenna arrays were placed on an open wide and flat meadow area for far-field measurements. With a transmitting oscillator running at 867 MHz at a fixed position and rotating the complete array, the complete manifold of both antenna arrays were measured. Then we chose 9 calculated steering vectors \( a_{\text{meas}}(\theta_i) \) of the measured manifold of the 4-element linear array and applied the EDQM method.

For the 7-element circular array we chose 11 measured steering vectors. The measured steering vectors \( a_{\text{meas}}(\theta_i) \) were calculated by an eigenvalue decomposition of the signal covariance matrix by

\[
R_{XX} = \frac{1}{K} \sum X X^H = \sum_{i=1}^{M} \lambda_i \hat{e}_i \hat{e}_i^H \rightarrow a_{\text{meas}} \propto \hat{e}_1
\]  

in which \( \hat{e}_i \) is the \( i \)th eigenvector after sorting them, by their eigenvalues in descending order.

The phase and amplitude of the ideal array manifold, the measured manifold, and the calculated manifold using the EDQM method is depicted in Fig. 9 for the linear array and in Fig. 10 for the circular array. It can be observed in Fig. 9 that the EDQM algorithm has had some positive influence on the array manifold. The magnitude of the calibrated manifold has adjusted to the measured values, but some features are still missing. The calibrated manifold-phase has greatly improved.
and follows the measured phase. Same result can be achieved with the circular array in Fig. 10.

Nevertheless, the summary is, that calibration algorithms do not deliver such accurate phase and amplitude calibration values, which are needed for the use of high resolution DOA algorithms like MUSIC. It is to suspect that some error source that is not yet modeled in Eq. (9) is present.

5 A new effect in modeling errors

A regular assumption made by all authors is the constant amplitude during the wave propagation over the antenna array. The assumption is based on the idea that the target sources are much farther away than the greatest distance between the antenna elements in the array. But this assumption implies that each antenna element has “its own plane wave front” which impinges on the antenna element and receives the same amount of energy.

In an arbitrary array with different directions \( \theta \), there is always an element which is “closer on the wave front” and some elements which are “farther away” due to their position behind the first element. If the wave front impinges on the effective area of the first antenna element, the antenna absorbs energy from the propagating electromagnetic field. That leads to the question if it is possible that there can be as much energy for the second antenna element as for the first one. This should not be possible because the first antenna absorbs energy out of the field, which is now not available anymore for antenna elements behind the first one.

In a CST simulation we placed a dipole antenna element in free space and generated an impinging plane wave front. The simulation was set up for a frequency of 867 MHz with a wavelength of 345.38 mm and the initial electric field strength of the impinging plane wave is \( 1 \text{ V m}^{-1} \). An electric field sensor was set up, and the field monitor is shown in Figs. 11 and 12. Now imagine the resulting field as the su-
perposition of the impinging field and the re-radiated field by the antenna due to the induced currents.

In Fig. 12, in the area between 0 and 1000 mm one can clearly observe the constructive and destructive interference of impinging and re-radiated electromagnetic waves. After passing the dipole antenna, the enfeebled propagating plane wave and the re-radiated wave by the antenna are in phase. The interference should be constructive in the whole area between 1000 and 2000 mm, but the simulation shows that the electric field strength in the right half-space is even smaller than 1 V m⁻¹. This result confirms the suspicion that the propagating electromagnetic field contains not as much energy after passing the first antenna element as before.

The antenna element causes a shadowing effect of the impinging wave front for the local area behind the antenna in propagation direction, superimposed by the re-radiation of the induced currents. It is quite intuitive that the amount of energy stored in the electromagnetic field can not be the same behind the antenna, if power is delivered on the antenna terminal. But this means that the assumption is not correct, that every antenna element receives electromagnetic energy with same amplitude. All available energy in the local area of the antenna array must be splitted up for every antenna element of the array.

The described behavior does not fit on the regular used data model in Eqs. (8) and (9). This discrepancy would explain why many calibration algorithms exhibit problems when dealing with real antenna arrays. The fact that in the linear array the calibration algorithm were more successful than in the circular array solidifies this theory. Due to the side-by-side placement of the patch antenna elements, the shadowing effect is not as distinct as in the circular array. This can be clearly seen in Figs. 9 and 10.

If it is possible to determine a mapping of this local shadowing effect, which is a function of DOA (θ), antenna gain G(θ), and initially the array geometry (x, y), similar to C and a(θ), which we define as

\[
\psi_m(\theta) = \Psi(\theta) = [\psi_1(\theta), \psi_2(\theta), \ldots, \psi_M(\theta)]^T
\]

where \(\Psi(\theta) \in \mathbb{R}^{M \times 1}\) is a scaling function for the received signal amplitude on each channel. The data model should be extended to

\[
a_{\Psi}(\theta) = \Psi(\theta) \circ \mathbf{f}(\theta) \circ a(\theta)
\]

\[
A_{\Psi} = [a_{\Psi}(\theta_1), a_{\Psi}(\theta_2), \ldots, a_{\Psi}(\theta_P)]
\]

\[
X = C \cdot \Gamma \cdot A_{\Psi} \cdot S + N
\]

to consider the split of electromagnetic energy, which is available in the local area, in unequal portions for each array element.

### 6 Conclusions

In this paper we discussed the regularly used data model for direction-of-arrival estimation extensively. A deep insight into the known error sources was given and further requirements on the array design were presented. Further we figured out that the model is conclusive to its mutual coupling matrix and the gain and phase error matrix.

Well known calibration algorithms were analyzed for its robustness to estimated error quantities. A linear antenna patch array and a circular dipole antenna array were built which avoid refraction and diffraction caused by the support structure. Measurement results were presented, which showed that the calibration algorithms were not able to correct the induced errors.

A new effect in modeling errors due to shadowing caused by nearby antennas was presented and discussed. Electromagnetic field simulations have been made to substantiate the modeling error. A possible adaption of the data model has been proposed. Future work is the investigation about the shadowing effect of antennas and derive an analytic function which calculates this effect.
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